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Abstract
Suppose Ay, .-+, As are (1,—1) matrices of order m satisfying
AZA]:Ja Zaje{laas}a (1)
> (AAT + AT Ap) = 2sml,y, (3)
i=1
JA; = A;J =aJ, i={l,---,s}, aconstant. (4)

Call Ay, -, A; a regular s-set of matrices of order m if (1), (2), (3) are satisfied and a regular s-set
of regular matrices if (4) is also satisfied, these matrices were first discovered by J. Seberry and A. L.
Whiteman in “New Hadamard matrices and conference matrices obtained via Mathon’s construction”,
Graphs and Combinatories, 4(1988), 355-377. In this paper, we prove that

(i) if there exist a regular s-set of order m and a regular ¢-set of order n then there exists a regular s-set
of order mn when t = sm,

(ii) if there exist a regular s-set of order m and a regular t-set of order n then there exists a regular s-set
of order mn when 2t = sm ( mis odd ),

(iii) if there exist a regular s-set of order m and a regular t-set of order n then there exists a regular
2s-set of order mn when t = 2sm.

As applications, we prove that if there exist a regular s-set of order m there exists

(iv) an Hadamard matrix of order 4hm whenever there exists an Hadamard matrix of order 4h and
s = 2h,

(v) Williamson type matrices of order nm whenever there exists Williamson type matrices of order n
and s = 2n,

(vi) a complex Hadamard matrix of order 2¢m whenever there exists a complex Hadamard matrix of
order 2¢ and s = 2c.

This paper extends and improves results of Seberry and Whiteman giving new classes of Hadamard
matrices, Williamson type matrices and complex Hadamard matrices. In particular, we show that if
both p = 1 (mod 4) and 2p + 1 are prime powers then there exist Williamson type matrices of order
$p+ 12+ 1%



1 Introduction and Basic Definitions

This paper uses sets of matrices first introduced by Seberry and Whiteman [8] to find new classes of
Hadamard matrices, Williamson type matrices, orthogonal designs and complex Hadamard matrices.

Definition 1 Suppose Aq,---, A, are (1,—1) matrices of order m satisfying

AZ'A]‘IJ, i,jE{l,---,S}, (5)
ATA;j = AT A =0, i#j, ije{l,-, s}, (6)
> (AAT + AT Ay) = 2sml,,, (7)

=1
JA; = A =ald, i={l,---,s}, a constant. (8)

Call Ay,---,A; a regular s-set of matrices of order m if (5), (6), (7) are satisfied (see [?], [8]) and a
reqular s-set of regular matrices if (8) is also satisfied.

J. Seberry and A. L. Whiteman [8] proved that if if ¢ = 3 (mod 4) is a prime power there exists a regular
%(q + 1)-set of regular matrices of order ¢?, say A;, i =1,---, %(q + 1) satisfying A;J = JA; = ¢J.

Definition 2 Four (1,—1) matrices Xy, X3, X3, X4 of order n satisfying
X XT + XoXT + XoXT + xuXT = dnI,

and
vvt =vur,
where U,V € { Xy, Xo, X3, X4} will be called Williamson type matrices.

Williamson and Williamson type matrices are discussed extensively by Baumert, Hall, Sawade, Miyamoto,
Seberry, Whiteman, Yamada and Yamamoto ( [?], [1], [4], [5], [?], [15], [16], [7], [10], [6], [12], [13],

[3], [14], [9]).

Definition 3 A matrix M = (my;) of order m satisfying m; ; = mq j_;41, where the subscripts are reduced
modulo m, is called a circulant matriz. If m; ; = mq ;4;-1, M is called a back-circulant matriz.

Definition 4 An orthogonal design A, of order p and type (s1,---,3s,), denoted by OD(p;s1,---,8,), on
the commuting variables £zq,---,£x,,0 is a matrix of order p with entries +z4,---,£x,,0 satisfying

AAT = (slx% 4+ 4 suxi)Ip.

Definition 5 Let C' be a (1,—1,¢,—¢) matrix of order ¢ satisfying CC* = ¢l., where C* is the Hermitian
conjugate of C'. We call ' a complex Hadamard matriz of order c.

From [11], any complex Hadamard matrix has order 1 or order divisible by 2. Let C' = X + Y, where
X,Y consist of 1,—1,0 and X A Y = 0 where A is the Hadamard product. Clearly, if C' is a complex
Hadamard matrix then XX7 + YY7T = cl., XyT —vyXxT,



2 Product of Two Sets of Matrices

Theorem 1 If there exist a reqular s-set of matrices of order m and a regular t(= sm)-set of matrices of
order n then there exists a reqular s-set of matrices of order mn.

Proof. Let { Ay = (aj;), Ay = (a;), -+, As = (ag;) } be the regular s-set of matrices of order m and {
By, By, -+, By } be the regular t-set of matrices of order of n.
Define C; = (¢;) = (aj; Bii—t)ym4j+k-1))s ¢ = 1,- -+, s so that

alllB(i—l)m—I—l a212B(i—1)m-|—2 o a3 Bim,
a1 B tymy2 @Bl 1ymys 0 @ Binmi
P = :
Wy Bim o Blictymer - G Bim—a

Since both {Ay, Ag,---, As} and {By, By, -+, By} are regular r-sets of matrices, r = s, respectively, we
have

CCIJ XJn:Jmnvije{l”'S}v
CiCT = CTC = Ty X Ty = T, i # 11,5 € {1, -, s}
To show
Yol + cl ey = 2smnlyn, (9)
=1

note that (a};j)z = 1 so the diagonal element of C;CT + CTC; is

Z(B(i—l)mﬂ'B(j;—l)mﬂ‘ + B(jg—l)m+jB(i—1)m+j)
7=1

and hence the diagonal element of 3¢, (C;CT + CTC;) is

> (BBl + Bl B;) = 2tnl, = 2smnl,.

J=1
The off-diagonal elements of C;C! are given by

Z(azjasz(i—l)m—l—j—l—h—lB(jg—l)m+j+k—1)vh #k
j=1

m
Z @p; ak]

So the off-diagonal element of °¢_,(C,CT + CIC;), taking into account diagonal elements of (9) for

Ay, -+, A, s zero,
S m

> > (ahjai; + ajpai,) ] =0

=1 7=1



We also note that if B;J, = bJ, and A;J,, = aJ,,, ( part(8) of the Definition 1 ), then

Z%;Bl n = Zak] )b, = abJ,

7=1

and C;J,, = abd,,,. Similarly J,,,C; = abJ,,,. Thus we have

Corollary 1 If there exist a regular s-set of regular matrices of order m and a regular t(= sm )-set of
reqular matrices of order n then there exists a regular s-set of reqular matrices of order mn.

We now use a result of Seberry and Whiteman [8] who showed that if ¢ = 3 (mod 4) is a prime power
there exists a regular £(g + 1)-set of regular matrices of order ¢2.

Corollary 2 If both ¢ = 3 (mod 4) and (¢+1 )q —1 are prime powers then there exists a regular 5(q+1)-set
of regular matrices of order ¢*((q+ 1)q* — 1)

Proof. Note (¢4 1)¢* — 1 = 3(mod 4). By [8], there exist both a regular %(q + 1)-set of regular matrices
of order ¢* and a regular (¢ + 1)¢*-set of regular matrices of order ((¢+ 1)¢* — 1)%. Using Theorem 1, we
have a regular £(q + 1)-set of matrices of order ¢*((g+ 1)¢? — 1)2. 0

A result of Seberry and Whiteman ( see Theorem 12 of [8] ) would now give the next Corollary which is
new. We shall give another proof of their results in Section 3.

Corollary 3 If both ¢ = 3 (mod 4) and (¢ + 1)¢*> — 1 are prime powers then there exists an Hadamard
matriz of order ¢*(q+ 1)((q+ 1)¢* — 1)2.

Proof. By Theorem 1, there exists a regular %(q + 1)-set of matrices of order ¢?(¢*(¢+ 1) — 1)% On the
other hand, from the Index, [?], there exists an Hadamard matrix of order ¢ + 1. Finally, by Theorem 12,
[8], we have an Hadamard matrix of order ¢*(q + 1)(¢*(¢ + 1) — 1)% 0

Theorem 2 If there exist a reqular s-set of matrices of order m and a regular t-set of matrices of order n
then there exists a regular s-set of matrices of order mn, when 2t = sm (m is odd).

Proof. Let { Ay = (a;), Ay = (af;), -+, Ay = (af;) } be the regular s-set of matrices of order m and {
By, By, -+, By } be the regular ¢-set of matrices of order n. Note t = %sm, %5 is an integer as 2t = sm
and m is odd.
Set %5 =r. Fori=1,---,r, define C; = (¢};) = (a}; Bli—1)ym+j+k—1)), note C; is a matrix of blocks i.e.
ailB(i—l)m-I—l ai2B(i—1)m+2 R alimBim
C = a1 Bi—tym+2  @Bu-1ymis 0 G Bu-1)m41
ainlBim ainQB(i—l)m—I—l te aintim—l



and fore=r+1,---,2r=3s, C; = (C};]) (ak]B(j; Vmtit+h— 1)) ie.

7 T 7 T 7 T
allB%z;—l)m—I—l a12B%z;—1)m—|—2 ) almBim
an B4 a3 B; ay,, Bf;

O — i—1)m+2 (i—1)m+3 m> (1—1)m+1
;=
T T
mlBim mQB(z 1)ym+1 U Bzm 1

Since both {Ay, Ay, -+, A;} and { By, By, - -, B;} are regular [-set of matrices, [ = s, respectively, we have
CZC] = Jm X Jn = Jmnvivj € {17 '78}7

CiCT = CTCi = Jon X Jy = Jon, i # 21,5 € {1,-++, s}

We now prove S5 (C;CT 4+ CTC;) = 2smnl,,,. Note that (a}gj) = 1 so the diagonal element of C;CT +
Clc;is

m

Z(B(i_l)m+]B(j;—l)m+j + B(j;—l)m+jB(i—1)m+j)7

7=1

fore=1,---,7 and
Z(B(j;'—l)m-l—jB(i—l)MM + B(i—l)m+jB(1;—1)m+]‘)a
7=1

for i =7+ 1,--+,s. So the diagonal element of Y-3_,(C;CT + CI'C;) is

Tm £
2> (B;B! + B/ B;) =2 (B;B] + B/ B;) = 2-2tnl, = 2smnl,.
i=1 i=1

The off-diagonal elements of C;C7 are given by

m

Z(azja};jB(i—l)m-l—j-l—h—lB(jg—l)m+j+k—1)v h 7£ k

i=1

m
Z @hj ak]

for ¢ = 1,---,r. By the same reasoning, the off-diagonal elements of CZCZ»T are also

Z ah]ak]
h#k,i=r+1,---,2r = s. Hence the off-diagonal element of -7, (C;CT + CTC;) is zero, using

ZZ ahja};j + a;haék)J =0.

=1 7=1

By the same reason as in the proof for Corollary 1, we have



Corollary 4 If there exist a reqular s-set of reqular matrices of order m and a regular t-set of regular
matrices of order n then there exists a reqular s-set of reqular matrices of order mn, when 2t = sm (m is

odd).

Corollary 5 If both ¢ = 7 (mod 8) and %(q + 1)¢*> — 1 are prime powers then there exvists a regular
%(q + 1)-set of regular matrices of order qz(%(q +1)¢* — 1)~

Proof. Note $(q+1)¢> =1 = 3 (mod 4). By [8], there exist both a regular £(¢q+ 1)-set of regular matrices
of order ¢* and a regular 1(q + 1)¢*-set of regular matrices of order (3(g 4+ 1)¢* — 1)?. Using Theorem 2,
we have a regular (¢ 4 1)-set of regular matrices of order ¢*($(¢q + 1)¢* — 1) a

By the same reasoning as in the proof for Corollary 3, we have

Corollary 6 If both ¢ = 7 (mod 8) and %(q + 1)¢* — 1 are prime powers then there evists an Hadamard
matriz of order of ¢*(q + 1)(3(¢ + 1)¢* — 1)

Theorem 3 If there exist a reqular s-set of matrices of order m and a regular t-set of matrices of order n
then there exists a reqular 2s-set of matrices of order mn, when t = 2sm.

Proof. Let { Ay = (aj;), Ay = (a;), -+, As = (ag;) } be the regular s-set of matrices of order m and {

By, By, -+, By } be the regular t-set of matrices of order of n.
Define ' ' '
0211B(i—1)m+1 aizB(i—l)mH R a3 Bim,
C = a%lB(i—l)m-I—Q aZQQB(i—l)m—I—S aZQmB(i—l)m-I—l
T .
ainlBim ain2B(i—1)m-|—1 T aintim—l
and ' ' '
0211B(i—1)m+1 0221B(i—1)m+2 ' 1 Bim,
@ Blic1ymr2 @ Bi-tymes 0 e Bionym
CS-I—’i = : 9
a?[mBzm aémB(i—l)m—I—l te aintim—l
t=1,---,5. By the same reasoning as in the proofs for Theorem 1 and Theorem 2, we have

CZ'C]‘ = Jm X Jn = Jmnvivj € {17"'75}7

T _ ~Tpr _ . ..
CZC] —C] Cz—JmXJn—Jmnvl#]vlvje{lv78}

and
S

S (Gl + T Ci) = 2smndy,.

=1

Corollary 7 If there exist a regular s-set of reqular matrices of order m and a regular t-set of regular
matrices of order m then there exists a reqular 2s-set of reqular matrices of order mn, when t = 2sm.



Corollary 8 If both ¢ = 3 (mod 4) and 2(q+ 1)¢* — 1 are prime powers there exists a regular (q + 1)-set
of regular matrices of order ¢*(2(q+ 1)¢* — 1)%.

Proof. Note 2(g+1)¢* —1 = 3 (mod 4). By [8], there exist both a regular £(¢q+ 1)-set of regular matrices
of order ¢? and a regular (q + 1)g?-set of regular matrices of order (2(q + 1)¢? — 1)%. Using Theorem 3, we
have a regular (¢ + 1)-set of regular matrices of order ¢*(2(q + 1)¢* — 1)2. a

By the same reasoning as in the proof for Corollary 3, we have

Corollary 9 If both ¢ = 3 (mod 4) and 2(q+ 1)¢* — 1 are prime powers there exists an Hadamard matriz
of order of 2¢*(q + 1)(2(q + 1)¢* — 1)2.

We note that if ¢ = 2 in Theorems 1, 2, 3 the conditions t = sm, 2t = sm , 1 = 2sm can be removed and a
completely different proof obtained.

3 Hadamard Matrices

We give another proof of Seberry and Whiteman’s Theorem [8].

Theorem 4 If there exists an Hadamard matrices of order 4h and a reqular s(= 2h)-set of matrices of
order m then there exists an Hadamard matrixz of order 4hm.

Proof. Let { Ay,---, A, } be the regular s-set of matrices of order m and H = (h;;) be the Hadamard ma-
trix of order 4h. Set Ly = (hijAj-l—i—l)a Ly = (hi,2h+jAf+i_1)7 Ly = (h2h+i,jAj+i—1)7 Ly= (h2h+i,2h+jAf+i_1)7
where 2,5 = 1,---,2h and all the subscripts j + ¢ — 1 are reduced modulo 2h. Set

| I Le
E_[LB LJ.

We now prove F is an Hadamard matrix of order 4hm. Let

where Fy, Fo, - - - Eyy, are of order m x4hm. It is easy to verify EZE]T =0,ifi # jand E;E! = zil(AkA;{‘F
A;{Ak) = ZZ:1(AkA;}F + A;{Ak) = 2sml,, = 4hmI,,. Thus EFL = 4hmlIy,,. a
4 Williamson Type Matrices

We find new constructions for Williamson matrices not given by Miyamoto [3] or Seberry and Yamada

71, 191



Theorem 5 If there exist Williamson type matrices of order n and a regular s(= 2n)-set of matrices of
order m then there exist Williamson type matrices of order nm.

Proof.  Let A = (a;;), B = (bi;), C = (¢;;), D = (d;;) be the Williamson type matrices of order n and
{ R1,---,Rs } be the regular s-set of matrices of order m. Set I = (a;;Rj+i—1), F = (bjjRntjti—1)s
G = (ci;RT 1), H = (d R ;.. ), where i,j = 1,---,n and the subscripts j 44 — 1 are reduced modulo
n. It is easy to show UVT = VUL, for U,V € E,F,G,H. We now prove

EET + FFT + GGT + HHT = 4mnl,,,.
Let I = . , Let F' = . , Let G = . , Let H = . , where F;, F;, G;, H; are of order
m X mn. By the conditions of Williamson type matrices and (1), (2), (3), it is easy to verify that if ¢ # j,

EEY + FFN + GG + H;HT = 0. On the other hand, E;Ef + FF! + G;G] + H;H] = Y7 (Ry R +
RIR) = Yi_ 1 (ReRE + R Ry) = 2sml,, = 4mnl,. Thus EET + FFT + GGT + HHT = 4mnl,,,. O

We give a new proof of construction for Williamson type matrices of [8 , 10]:

Corollary 10 If n is the order of Williamson type matrices and 4n — 1 is a prime power then there exist
Williamson type matrices of order n(4n — 1)2.

Proof.  Clearly, 4n — 1 = 3 (mod 4). By [8], there exists a regular 2n-set of regular matrices of order
(4n — 1)%. From Theorem 4, we have Williamson type matrices of order n(4n — 1) o

The next construction appears to be new:

Corollary 11 If both p =1 (mod 4) and 2p+1 are prime powers then there exist Williamson type matrices
of order $(p+ 1)(2p+ 1)2.

Proof. From the Index of [?], there exist Williamson matrices of order %(p + 1). Using Corollary 10, we
have Williamson type matrices of order $(p + 1)(2p+ 1) O

Let p = 17, we have new Williamson type matrices of order 11025. Let p = 21,25 we have new construction
for known Williamson type matrices of order 20339, 33813.

Corollary 12 If 28 -3' — 1 is a prime power then there exist Williamson type matrices of order 7 - (28 -
3" — 1)%3", where i,= 0,1,---.

Proof. From the Index of [?], there exist Williamson type matrices of order of 7 -3, where i = 0,1,---.
By Corollary 10, we have Williamson type matrices of order 7 (28 - 3" — 1)23". a



5 Complex Hadamard Matrices

Theorem 6 If there exist a complex Hadamard matriz of order 2¢ and a regular s(= 2c)-set of matrices
of order m then there exists a complex Hadamard matriz of order 2em.

Proof.  Let { Ay, ---,As } be the regular s(= 2c¢)-set of matrices of order m and C = X 4 Y be the
complex Hadamard matrix of order 2¢, where both X and Y are (1,—1) matrices satisfying X A Y = 0,
XXT 4 yyT? =2¢ly,, XYT =Y XT. Let P=X+Y and Q = X — Y. Then both P and Q are (1,—-1)
matrices of order 2¢ and PPT + QQT = 4cly., PQT = QPT. Let P = (p;;) and Q = (i), 1,5 = 1,+- -, 2c.
Set = (pijAip;_1) and F = (g;;A;r 1), where 4,5 = 1,---, s and the subscripts i + j — 1 are reduced
modulo s. Clearly, both £ and F' are (1,—1) matrices of order 2¢m, since both P and @ are (1,—1)

Fy F

Fy Iy
matrices of order 2c. We now prove EET + FFT = 4emlse,. Rewrite E = . and F = . ,

E, F,

where F; and F; are matrices of order m x sm. Note

T T T T
EEl + FF = (pijpij Aivj1 Al 1 + 44 Al Aigj—1)
=t

= > (A;AT + AT Aj) = 2sml,,.

7=1
On the other hand, if ¢ # k,

T T T T
EEL 4+ FFED = (piprjAigj—1 Alyj1 + G0k Ady i1 Akpj—1)
j=1

= (pijprj + €ijqr;)Jm = 0.
j=1
Thus
EET 4+ FFT = 2sml,,, = dcmIzen,.

Finally, Set U = L(E 4 F) and V = (£ — F). Note both F and F are (1,—1) matrices of order 2cm then
both U and V are (1,—1,0) matrices of order 2¢m satisfying UAV =0, UUT +VVT = L(EET + FFT) =
2emlyey,. Since PQT = QPT, EFT = FET and UVT = VUT. Thus U + iV is a complex Hadamard
matrix of order 2em. O

Corollary 13 If both p = 1 (mod 4) and 2p’(p + 1) — 1 are prime powers then there exists a complex
Hadamard matriz of order p’(p + 1)(2p7(p + 1) — 1)2, where j = 1,2,---.

Proof.  Obviously, 2p7(p+ 1) — 1 = 3 (mod 4). By [8], there exists a regular p/(p + 1)-set of matrices of
order (2p/(p+1)—1)%. From Corollary 18, [2], there exists a complex Hadamard matrix of order p/(p+1).
Using Theorem 6, we have a p/(p + 1)(2p7(p + 1) — 1)2.
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