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#### Abstract

The Möbius transform of Boolean functions is often involved in cryptographic design and analysis. As studied previously, a Boolean function $f$ is said to be coincident if it is identical with its Möbius transform $f_{\mu}$, i.e., $f=f_{\mu}$. In this paper we study more general problems. We denote the function $f(x \oplus \alpha)$ by $f_{\alpha}$. We prove that for each vector $\alpha$ with $H W(\alpha) \neq 1$, there exist a large number of functions such that $\left(f_{\alpha}\right)_{\mu}=\left(f_{\mu}\right)_{\alpha}$ and a large number of functions such that $f_{\mu}=f_{\alpha}$. We derive a series of results related to the conversion between $f$ and $f_{\mu}$.
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## 1. Introduction

Throughout this paper we use the following notations. The vector space of $n$-tuples from $G F(2)$ is denoted by $(G F(2))^{n}$. We write all vectors in $(G F(2))^{n}$ as $(0, \ldots, 0,0)=\alpha_{0},(0, \ldots, 0,1)=$ $\alpha_{1}, \ldots,(1, \ldots, 1,1)=\alpha_{2^{n}-1}$, and call $\alpha_{i}$ the binary representation of integer $i, i=0,1, \ldots, 2^{n}-1$. A Boolean function $f$ is a mapping from $(G F(2))^{n}$ to $G F(2)$ or simply, a function $f$ on $(G F(2))^{n}$. We write $f$ more precisely as $f(x)$ or $f\left(x_{1}, \ldots, x_{n}\right)$ where $x=$ $\left(x_{1}, \ldots, x_{n}\right)$. The truth table of a function $f$ on $(G F(2))^{n}$ is a

[^0]binary vector defined by $\left(f\left(\alpha_{0}\right), f\left(\alpha_{1}\right), \ldots, f\left(\alpha_{2^{n}-1}\right)\right)$. The Hamming weight of a binary vector $\xi$, denoted by $H W(\xi)$, is defined as the number of nonzero coordinates of $\xi$. In particular, if $\xi$ is the truth table of a function $f$, then $H W(\xi)$ is called the Hamming weight of $f$, denoted by $H W(f)$.

The following statement is well known (see, for example, [1]):
Theorem 1.1. [1] A function $f$ on $(G F(2))^{n}$ can be uniquely represented as:

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{n}\right)=\bigoplus_{\alpha \in(G F(2))^{n}} g\left(a_{1}, \ldots, a_{n}\right) x_{1}^{a_{1}} \cdots, x_{n}^{a_{n}} \tag{1}
\end{equation*}
$$

where $\alpha=\left(a_{1}, \ldots, a_{n}\right)$ and $g$ is also a function on $(G F(2))^{n}$ satisfying $g(\alpha)=\bigoplus_{\beta \preceq \alpha} f(\beta)$ for all $\alpha \in(G F(2))^{n}$ where $\left(b_{1}, \ldots, b_{n}\right) \preceq$ $\left(a_{1}, \ldots, a_{n}\right)$ means that if $b_{j}=1$ then $a_{j}=1$.
(1) is called the Algebraic Normal Form (ANF) of $f$. The function $g$ is called the Möbius transform of $f$. Each $x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$ is called a monomial (term) of $f$. The algebraic degree, or degree, of $f$, denoted by $\operatorname{deg}(f)$, is defined as $\operatorname{deg}(f)=\max _{\left(a_{1}, \ldots, a_{n}\right)}$ $\left\{H W\left(a_{1}, \ldots, a_{n}\right) \mid g\left(a_{1}, \ldots, a_{n}\right)=1\right\}$.

Notation 1. Let $\mathcal{R}_{n}$ denote the set of all functions on $(G F(2))^{n}$. If $g \in \mathcal{R}_{n}$ is the Möbius transform of $f \in \mathcal{R}_{n}$ we write $\mu(f)=g$ [2]. However in this work, we rewrite $g=\mu(f)$ as $g=f_{\mu}$ for convenience.

The classical Möbius function, used in combinatorics and number theory, was first introduced in 1831 by A. F. Möbius. By the principle of the classical Möbius function, the Möbius transform of Boolean functions was proposed (see, for example, [3]).

Lemma 1.2. [2] Define $2^{n} \times 2^{n}$ binary matrix $T_{n}$ by the following recurrence. Let $T_{0}=1$ and $T_{s}=\left[\begin{array}{cc}T_{s-1} & T_{s-1} \\ O_{2^{s-1}} & T_{s-1}\end{array}\right]$, where $0_{2^{s-1}}$ is the $2^{s-1} \times 2^{s-1}$ zero matrix, $s=1,2, \ldots$. Then (i) $T_{s}^{2}=I_{2^{s}}$ where $I_{2^{s}}$ is the $2^{s} \times 2^{s}$ identity matrix, (ii) $\left(T_{s} \oplus I_{2^{s}}\right)^{2}=0_{2^{s}}$, (iii) $T_{s}\left(T_{s} \oplus I_{2^{s}}\right)=\left(T_{s} \oplus I_{2^{s}}\right) T_{s}=I_{2^{s}} \oplus T_{s}$, where $s=1,2, \ldots$.

Theorem 1.3. [2] Let $f, g \in \mathcal{R}_{n}$. Denote the truth tables of $f$ and $g$ by $\xi$ and $\eta$, respectively. Then the following statements are equivalent: (i) $g=f_{\mu}$, (ii) $f=g_{\mu}$, (iii) $\eta T_{n}=\xi$, (iv) $\xi T_{n}=\eta$.

We illustrate Theorem 1.3 by an example. From the ANF of $f\left(x_{1}, x_{2}, x_{3}\right)=x_{3} \oplus x_{2} x_{3} \oplus x_{1} \oplus x_{1} x_{2} x_{3}$, we immediately have the truth table of $f_{\mu}:(0,1,0,1,1,0,0,1)$. By using Theorem 1.3, we know that the truth table of $f$ is $(0,1,0,1,1,0,0,1) T_{3}=$ $(0,1,0,0,1,0,1,0)$. From the truth table of $f$, we can directly write the ANF of $f_{\mu}\left(x_{1}, x_{2}, x_{3}\right)=x_{3} \oplus x_{1} \oplus x_{1} x_{2}$.

The concept of coincident functions was introduced in [2].
Definition 1.4. Let $f \in \mathcal{R}_{n}$. If $f$ and $f_{\mu}$ are identical, or in other words, $f(\alpha)=1$ if and only if $x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$ is a monomial in the ANF of $f$, for any $\alpha=\left(a_{1}, \ldots, a_{n}\right) \in(G F(2))^{n}$, then $f$ is called a coincident function.

For example, $f\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=x_{2} x_{4} \oplus x_{2} x_{3} \oplus x_{2} x_{3} x_{4} \oplus x_{1} x_{2} \oplus$ $x_{1} x_{2} x_{4} \oplus x_{1} x_{2} x_{3} \oplus x_{1} x_{2} x_{3} x_{4}$ is a coincident function on $(G F(2))^{4}$ because $f$ and $f_{\mu}$ have the same truth table that is (0000 0111 0000 1111).

Theorem 1.5. [2] Let $f \in \mathcal{R}_{n}$. Then $f$ is coincident if and only if there exists some $h \in \mathcal{R}_{n}$ such that $f=h \oplus h_{\mu}$.
Theorem 1.6. [2] There precisely exist $2^{2^{n-1}}$ coincident functions on $(G F(2))^{n}$ that form $2^{n-1}$-dimensional linear subspace of $\mathcal{R}_{n}$.

In this work we develop the theory initiated in [2] by viewing two large classes of functions satisfying $\left(f_{\alpha}\right)_{\mu}=\left(f_{\mu}\right)_{\alpha}$ and $f_{\mu}=f_{\alpha}$ respectively. The definitions will be given later.

## 2. Relations between $P_{\alpha}$ and $T_{n}$

Some proofs in this section are easy and some can be found in the Appendix.
Notation 2. For any given $\alpha \in(G F(2))^{n}$, we define a $2^{n} \times 2^{n}$ matrix $P_{\alpha}$, whose rows (columns) from top (left) to bottom (right) indexed by $0,1, \ldots, 2^{n}-1$, such that the entry on the position $(i, j)$ is $\left\{\begin{array}{cc}1 & \text { if } \alpha_{i} \oplus \alpha_{j}=\alpha \\ 0 & \text { otherwise }\end{array}\right.$ where $\alpha_{i}$ is the binary representation of integer $i$.

Clearly each row (column) of $P_{\alpha}$ has exactly one nonzero entry.
Notation 3. Let $f \in \mathcal{R}_{n}$ and $\alpha \in(G F(2))^{n}$. Define $f_{\alpha} \in \mathcal{R}_{n}$ such that $f_{\alpha}(x)=f(x \oplus \alpha)$ for any $x \in(G F(2))^{n}$.

Lemma 2.1. Let $\xi$ denote the truth table of $f \in \mathcal{R}_{n}$. Then for any $\alpha \in(G F(2))^{n}, \xi P_{\alpha}$ is the truth table of $f_{\alpha}$.
Proof. It is noted that the $i$ th coordinate of $\xi P_{\alpha}$ is $f\left(\alpha_{i} \oplus \alpha\right)$, where $\alpha_{i}$ is the binary representation of integer $i$, and then $\xi P_{\alpha}$ is the truth table of $f(x \oplus \alpha)=f_{\alpha}(x)$.
Lemma 2.2. (i) $P_{0}=I_{2^{n}}$, (ii) $P_{\alpha}^{2}=I_{2^{n}}$, for any $\alpha \in(G F(2))^{n}$.
Lemma 2.3. Let $\alpha \in(G F(2))^{n}$. Then
(i) $P_{\alpha} T_{n} \oplus T_{n} P_{\alpha}=T_{n}\left(P_{\alpha} T_{n} \oplus T_{n} P_{\alpha}\right) T_{n}=P_{\alpha}\left(P_{\alpha} T_{n} \oplus T_{n} P_{\alpha}\right) P_{\alpha}$,
(ii) $T_{n} \oplus P_{\alpha}=T_{n}\left(T_{n} \oplus P_{\alpha}\right) P_{\alpha}=P_{\alpha}\left(T_{n} \oplus P_{\alpha}\right) T_{n}$,
(iii) $\left(T_{n} \oplus P_{\alpha}\right)^{2}=P_{\alpha} T_{n} \oplus T_{n} P_{\alpha}$.

Lemma 2.4. Let $\alpha=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in(G F(2))^{n}$ and $\beta=\left(a_{2}, \ldots, a_{n}\right) \in$ $(G F(2))^{n-1}$. Then $P_{\alpha}=\left[\begin{array}{cc}P_{\beta} & O_{2^{n-1}} \\ O_{2^{n-1}} & P_{\beta}\end{array}\right]$ when $a_{1}=0$, and $P_{\alpha}=\left[\begin{array}{cc}O_{2^{n-1}} & P_{\beta} \\ P_{\beta} & O_{2^{n-1}}\end{array}\right]$ when $a_{1}=1$.
Notation 4. Let $A$ be a $p \times p$ matrix over $G F(2)$. Then $\{\alpha \mid \alpha \in$ $\left.(G F(2))^{p}, \alpha A=0\right\}$ is a linear subspace of $(G F(2))^{p}$ whose dimension is called the nullity of $A$, denoted by $n u(A)$.

By linear algebra, $\operatorname{rank}(A)+n u(A)=p$.
Lemma 2.5. Let $\alpha=\left(0, a_{2}, \ldots, a_{n}\right) \in(G F(2))^{n}$ and $\beta=\left(a_{2}, \ldots, a_{n}\right) \in$ $(G F(2))^{n-1}$. Then $n u\left(T_{n} P_{\alpha} \oplus P_{\alpha} T_{n}\right)=2 \cdot n u\left(T_{n-1} P_{\beta} \oplus P_{\beta} T_{n-1}\right)$.
Lemma 2.6. Let $\alpha=\left(0, a_{2}, \ldots, a_{n}\right) \in(G F(2))^{n}$ and $\beta=\left(a_{2}, \ldots, a_{n}\right) \in$ $(G F(2))^{n-1}$. Then $n u\left(T_{n} \oplus P_{\alpha}\right)=n u\left(T_{n-1} P_{\beta} \oplus P_{\beta} T_{n-1}\right)$.
Notation 5. Write $P_{\alpha_{2^{n}-1}}=L_{n}$ where $\alpha_{2^{n}-1}=(1, \ldots, 1) \in$ $(G F(2))^{n}$.
Lemma 2.7. (i) $\left(T_{n} L_{n}\right)^{2}=L_{n} T_{n}$, (ii) $\left(L_{n} T_{n}\right)^{2}=T_{n} L_{n}$.
Lemma 2.8. $n u\left(T_{n} L_{n} \oplus L_{n} T_{n}\right)=n u\left(I_{2^{n-1}} \oplus T_{n-1} L_{n-1} \oplus L_{n-1} T_{n-1}\right)$.
Lemma 2.9. $n u\left(I_{2^{n}} \oplus T_{n} L_{n} \oplus L_{n} T_{n}\right)=2^{n-1}+n u\left(T_{n-1} \oplus L_{n-1}\right)$.
Lemma 2.10. $n u\left(T_{n} \oplus L_{n}\right)=n u\left(I_{2^{n-1}} \oplus T_{n-1} L_{n-1} \oplus L_{n-1} T_{n-1}\right)$.
3. Relations between $f_{\mu}, f_{\pi}$ and $f_{\alpha}$

Notation 6. Let $f \in \mathcal{R}_{n}$. Let $\pi$ be a permutation on $\{1, \ldots, n\}$.
Define the function $f_{\pi}$ as $f_{\pi}\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{\pi(1)}, \ldots, x_{\pi(n)}\right)$.
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Theorem 3.1. [2] For any $f \in \mathcal{R}_{n}$ and any permutation $\pi$ on $\{1, \ldots, n\},\left(f_{\pi}\right)_{\mu}=\left(f_{\mu}\right)_{\pi}$.
Theorem 3.2. Let $f \in \mathcal{R}_{n}, \alpha \in(G F(2))^{n}$ and $\pi$ be a permutation $\pi$ on $\{1, \ldots, n\}$. Then $\left(f_{\alpha}\right)_{\pi}=\left(f_{\pi}\right)_{\pi^{-1}(\alpha)}$.
Proof. By definition, we have $(f(x \oplus \alpha))_{\pi}=f(\pi(x) \oplus \alpha)$. It is noted that any permutation on the indices of variables is a linear transformation on $(G F(2))^{n}$. Then $\pi(x) \oplus \alpha=\pi\left(x \oplus \pi^{-1}(\alpha)\right)$ and then $f(\pi(x) \oplus \alpha)=f\left(\pi\left(x \oplus \pi^{-1}(\alpha)\right)\right.$. Summarily $(f(x \oplus \alpha))_{\pi}=f(\pi(x \oplus$ $\left.\pi^{-1}(\alpha)\right)$. By definition, $\left(f_{\alpha}\right)_{\pi}=\left(f_{\pi}\right)_{\pi^{-1}(\alpha)}$.

Lemma 3.3. Let $f \in \mathcal{R}_{n}, \alpha, \alpha^{\prime} \in(G F(2))^{n}$. Then (i) $\left(f_{\alpha}\right)_{\alpha^{\prime}}=$ $f_{\alpha \oplus \alpha^{\prime}}$, (ii) $\left(f_{\alpha}\right)=f_{\alpha^{\prime}}$ if and only if $f_{\alpha \oplus \alpha^{\prime}}=f$.

Proof. By definition, (i) is true. Due to (i) of the lemma, we can easily prove (ii).

Lemma 3.4. Let $f \in \mathcal{R}_{n}$ and $\alpha \in(G F(2))^{n}$. Then $\left(f_{\mu}\right)_{\mu}=f$ and $\left(f_{\alpha}\right)_{\alpha}=f$.

Proof. $\left(f_{\mu}\right)_{\mu}=f$ due to Theorem 1.3. $\left(f_{\alpha}\right)_{\alpha}=f$ due to (i) of Lemma 3.3.

Lemma 3.5. Let $f, f^{\prime} \in \mathcal{R}_{n}$. Then $f_{\pi}=f_{\pi}^{\prime}$ if and only if $f=f^{\prime}$.
Proof. The sufficiency is obviously true. Conversely assume that $f_{\pi}=f_{\pi}^{\prime}$. Then $\left(f_{\pi}\right)_{\pi^{-1}}=\left(f_{\pi}^{\prime}\right)_{\pi^{-1}}$. We have $f=f^{\prime}$.

## 4. Möbius- $\alpha$ Commutative Functions

Definition 4.1. Let $\alpha \in(G F(2))^{n}$. Then $f \in \mathcal{R}_{n}$ is called a Möbius- $\alpha$ commutative function if $\left(f_{\alpha}\right)_{\mu}=\left(f_{\mu}\right)_{\alpha}$.

Example 4.2. Let $f\left(x_{1}, x_{2}, x_{3}\right)=1 \oplus x_{3} \oplus x_{2} x_{3} \oplus x_{1} \oplus x_{1} x_{3} \oplus$ $x_{1} x_{2} x_{3}$ and $\alpha=(0,1,1)$. It is noted that $f_{\alpha}=1 \oplus x_{2} \oplus x_{2} x_{3}$ $\oplus x_{1} \oplus x_{1} x_{2} \oplus x_{1} x_{2} x_{3}$. Due to Theorem 1.3 , we have $\left(f_{\alpha}\right)_{\mu}=$ $1 \oplus x_{3} \oplus x_{2} x_{3}$. Again, due to Theorem 1.3, $f_{\mu}=1 \oplus x_{2} \oplus x_{2} x_{3}$ and then $\left(f_{\mu}\right)_{\alpha}=1 \oplus x_{3} \oplus x_{2} x_{3}$. Then $\left(f_{\alpha}\right)_{\mu}=\left(f_{\mu}\right)_{\alpha}$, i.e., $f$ is a Möbius- $\alpha$ commutative function.

Notation 7. For a given $\alpha \in(G F(2))^{n}$, denote the set of all Möbius- $\alpha$ commutative functions by $\mathcal{U}_{\alpha}$.
Lemma 4.3. For any given $\alpha \in(G F(2))^{n}, \mathcal{U}_{\alpha}$ is a linear subspace of $\mathcal{R}_{n}$.
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Theorem 4.4. Let $f \in \mathcal{R}_{n}$ and $\alpha=\left(a_{1}, \ldots, a_{n}\right) \in(G F(2))^{n}$ and $\pi$ be a permutation on $\{1, \ldots, n\}$. Then $f \in \mathcal{U}_{\alpha}$ if and only if $f_{\pi} \in \mathcal{U}_{\pi^{-1}(\alpha)}$, where $\pi^{-1}(\alpha)=\left(a_{\pi^{-1}(1)}, \ldots, a_{\pi^{-1}(n)}\right)$.

Proof. Assume that $f \in \mathcal{U}_{\alpha}$, i.e., $\left(f_{\alpha}\right)_{\mu}=\left(f_{\mu}\right)_{\alpha}$ and then $\left(\left(f_{\alpha}\right)_{\mu}\right)_{\pi}=$ $\left(\left(f_{\mu}\right)_{\alpha}\right)_{\pi}$. Due to Theorems 3.1 and 3.2 , we have $\left(\left(f_{\alpha}\right)_{\pi}\right)_{\mu}=$ $\left(\left(f_{\mu}\right)_{\pi}\right)_{\pi^{-1}(\alpha)}$. Again, due to Theorems 3.1 and 3.2, we have $\left(\left(f_{\pi}\right)_{\pi^{-1}(\alpha)}\right)_{\mu}=\left(\left(f_{\pi}\right)_{\mu}\right)_{\pi^{-1}(\alpha)}$. For clarity, set $g=f_{\pi}$. Then $\left(g_{\pi^{-1}(\alpha)}\right)_{\mu}=\left(g_{\mu}\right)_{\pi^{-1}(\alpha)}$. This means that $g \in \mathcal{U}_{\pi^{-1}(\alpha)}$, i.e., $f_{\pi} \in$ $\mathcal{U}_{\pi^{-1}(\alpha)}$.

Example 4.5. We now illustrate Theorem 4.4. Reconsider $f\left(x_{1}, x_{2}, x_{3}\right)=1 \oplus x_{3} \oplus x_{2} x_{3} \oplus x_{1} \oplus x_{1} x_{3} \oplus x_{1} x_{2} x_{3}$ and $\alpha=(0,1,1)$ in Example 4.2. Let $\pi$ be a permutation on $\{1,2,3\}$ such that $\pi(1)=2, \pi(2)=3, \pi(3)=1$. By definition, $f_{\pi}\left(x_{1}, x_{2}, x_{3}\right)=$ $1 \oplus x_{1} \oplus x_{3} x_{1} \oplus x_{2} \oplus x_{2} x_{1} \oplus x_{2} x_{3} x_{1}$. Clearly $\pi^{-1}(1)=3, \pi^{-1}(2)=1$, $\pi^{-1}(3)=2$. Then $\pi^{-1}(\alpha)=\pi^{-1}(0,1,1)=(1,0,1)$. By definition, $\left(f_{\pi}\right)_{\pi^{-1}(\alpha)}=1 \oplus x_{3} \oplus x_{2} \oplus x_{2} x_{3} \oplus x_{1} x_{3} \oplus x_{1} x_{2} x_{3}$. Due to Theorem 1.3, $\left(\left(f_{\pi}\right)_{\pi^{-1}(\alpha)}\right)_{\mu}=1 \oplus x_{1} \oplus x_{1} x_{3}$. Again, due to Theorem 1.3, $\left(f_{\pi}\right)_{\mu}=1 \oplus x_{3} \oplus x_{1} x_{3}$. It follows that $\left.\left(\left(f_{\pi}\right)_{\mu}\right)\right)_{\pi^{-1}(\alpha)}=1 \oplus x_{1} \oplus x_{1} x_{3}$. Therefore $\left.\left(\left(f_{\pi}\right)_{\pi^{-1}(\alpha)}\right)_{\mu}=\left(\left(f_{\pi}\right)_{\mu}\right)\right)_{\pi^{-1}(\alpha)}$. Then $f_{\pi} \in \mathcal{U}_{\pi^{-1}(\alpha)}$.

Theorem 4.6. Let $\alpha \in(G F(2))^{n}, f \in \mathcal{R}_{n}$ and $\xi$ be the truth table of $f$. Then $f \in \mathcal{U}_{\alpha}$ if and only if $\xi\left(P_{\alpha} T_{n} \oplus T_{n} P_{\alpha}\right)=0$.

Theorem 4.7. Let $\alpha \in(G F(2))^{n}$. Then $\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)=n u\left(P_{\alpha} T_{n} \oplus\right.$ $T_{n} P_{\alpha}$.

Theorem 4.8. For any fixed integer $t$ with $0 \leq t \leq n$, both $n u\left(P_{\alpha} T_{n} \oplus T_{n} P_{\alpha}\right)$ and $\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)$ are invariant over all $\alpha \in(G F(2))^{n}$ with $H W(\alpha)=t$.

Proof. Due to Theorem 4.7, we only need to prove the theorem on $\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)$. Let $\alpha, \alpha^{\prime} \in(G F(2))^{n}$ with $H W(\alpha)=H W\left(\alpha^{\prime}\right)=t$. Then there exists a permutation $\pi$ on $\{1, \ldots, n\}$ such that $\pi\left(\alpha^{\prime}\right)=$ $\alpha$, i.e., $\alpha^{\prime}=\pi^{-1}(\alpha)$. Due to Lemma 3.5 and Theorem 4.4, there exists a one-to-one correspondence between $\mathcal{U}_{\alpha}$ and $\mathcal{U}_{\alpha^{\prime}}$ such that $f \in \mathcal{U}_{\alpha} \leftrightarrow f_{\pi} \in \mathcal{U}_{\alpha^{\prime}}$. Then $\# \mathcal{U}_{\alpha}=\# \mathcal{U}_{\alpha^{\prime}}$. Since both $\mathcal{U}_{\alpha}$ and $\mathcal{U}_{\alpha^{\prime}}$ are linear subspaces of $\mathcal{R}_{n}, \operatorname{dim}\left(\mathcal{U}_{\alpha}\right)=\operatorname{dim}\left(\mathcal{U}_{\alpha^{\prime}}\right)$. We have proved the theorem.

Theorem 4.9. (i) $f \in \mathcal{U}_{\alpha}$ if and only if $f_{\mu} \in \mathcal{U}_{\alpha}$,
(ii) $f \in \mathcal{U}_{\alpha}$ if and only if $f_{\alpha} \in \mathcal{U}_{\alpha}$.
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Proof. It is noted that $f \in \mathcal{U}_{\alpha}$, i.e, $\left(f_{\mu}\right)_{\alpha}=\left(f_{\alpha}\right)_{\mu} \Longleftrightarrow\left(\left(f_{\mu}\right)_{\alpha}\right)_{\mu}$ $=\left(\left(f_{\alpha}\right)_{\mu}\right)_{\mu} \Longleftrightarrow\left(\left(f_{\mu}\right)_{\alpha}\right)_{\mu}=f_{\alpha}$ (Lemma 3.4) $\Longleftrightarrow\left(\left(f_{\mu}\right)_{\alpha}\right)_{\mu}=$ $\left.\left(\left(f_{\mu}\right)_{\mu}\right)\right)_{\alpha}$ (Lemma 3.4), i.e., $f_{\mu} \in \mathcal{U}_{\alpha}$. Then (i) holds. It is also noted that $f \in \mathcal{U}_{\alpha}$, i.e., $\left(f_{\mu}\right)_{\alpha}=\left(f_{\alpha}\right)_{\mu} \Longleftrightarrow\left(\left(f_{\mu}\right)_{\alpha}\right)_{\alpha}=\left(\left(f_{\alpha}\right)_{\mu}\right)_{\alpha}$ $\Longleftrightarrow f_{\mu}=\left(\left(f_{\alpha}\right)_{\mu}\right)_{\alpha}$ (Lemma 3.4) $\Longleftrightarrow\left(\left(f_{\alpha}\right)_{\alpha}\right)_{\mu}=\left(\left(f_{\alpha}\right)_{\mu}\right)_{\alpha}$ (Lemma 3.4), i.e., $f_{\alpha} \in \mathcal{U}_{\alpha}$. Then (ii) holds.

## 5. Partially Coincident Functions

Definition 5.1. $f \in \mathcal{R}_{n}$ is said to be partially coincident with respect to a vector $\alpha \in(G F(2))^{n}$ if $f_{\mu}=f_{\alpha}$.

Example 5.2. Let $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1} \oplus x_{1} x_{3} \oplus x_{1} x_{2} x_{3}$ and $\alpha=$ $(0,1,1)$. Due to Theorem 1.3, we have $f_{\mu}\left(x_{1}, x_{2}, x_{3}\right)=x_{1} \oplus x_{1} x_{2} \oplus$ $x_{1} x_{2} x_{3}$. On the other hand, $f_{\alpha}=x_{1} \oplus x_{1} x_{2} \oplus x_{1} x_{2} x_{3}$. Then $f_{\mu}=f_{\alpha}$ and then $f$ is a partially coincident function with respect to $\alpha=(0,1,1)$.
Notation 8. Denote the set of all partially coincident functions on $(G F(2))^{n}$ with respect to $\alpha$ by $\mathcal{V}_{\alpha}$.
Lemma 5.3. $\mathcal{V}_{\alpha}$ is a linear subspace of $\mathcal{R}_{n}$ for any $\alpha \in(G F(2))^{n}$.
Clearly a partially coincident function with respect to the zero vector 0 is a coincident function. For clarity, we state as follows.

Lemma 5.4. $\mathcal{V}_{0}$, in Notation 8, is the set of all coincident functions on $(G F(2))^{n}$ and then $\# \mathcal{V}_{0}=2^{2^{n-1}}$ or $\operatorname{dim}\left(\mathcal{V}_{0}\right)=2^{n-1}$.

Theorem 5.5. Let $f \in \mathcal{R}_{n}, \alpha=\left(a_{1}, \ldots, a_{n}\right) \in(G F(2))^{n}$ and $\pi$ be a permutation on $\{1, \ldots, n\}$. Then $f \in \mathcal{V}_{\alpha}$ if and only if $f_{\pi} \in \mathcal{V}_{\pi^{-1}(\alpha)}$ where $\pi^{-1}(\alpha)=\left(a_{\pi^{-1}(1)}, \ldots, a_{\pi^{-1}(n)}\right)$.
Proof. Assume that $f \in \mathcal{V}_{\alpha}$, i.e., $f_{\mu}=f_{\alpha}$ and then $\left(f_{\mu}\right)_{\pi}=\left(f_{\alpha}\right)_{\pi}$. Due to Theorems 3.1 and 3.2, it follows that $\left(f_{\pi}\right)_{\mu}=\left(f_{\pi}\right)_{\pi^{-1}(\alpha)}$. For clarity, set $g=f_{\pi}$. It follows that $g_{\mu}=g_{\pi^{-1}(\alpha)}$. Then $g \in$ $\mathcal{V}_{\pi^{-1}(\alpha)}$, i.e., $f_{\pi} \in \mathcal{V}_{\pi^{-1}(\alpha)}$. We have proved the necessity. Since the deduction can be inverted, the sufficiency holds,

Example 5.6. We now illustrate Theorem 5.5. In Example 5.2 we know that $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1} \oplus x_{1} x_{3} \oplus x_{1} x_{2} x_{3} \in \mathcal{V}_{\alpha}$ with $\alpha=$ $(0,1,1)$. Let $\pi$ be a permutation on $\{1,2,3\}$ such that $\pi(1)=3$, $\pi(2)=1, \pi(3)=2$. By definition, $f_{\pi}\left(x_{1}, x_{2}, x_{3}\right)=x_{3} \oplus x_{3} x_{2} \oplus$ $x_{3} x_{1} x_{2}$. Due to $\pi^{-1}(1)=2, \pi^{-1}(2)=3, \pi^{-1}(3)=1$, we know that $\pi^{-1}(\alpha)=\pi^{-1}(0,1,1)=(1,1,0)$. It is noted that $\left(f_{\pi}\right)_{\pi^{-1}(\alpha)}=$
$x_{3} \oplus x_{1} x_{3} \oplus x_{1} x_{2} x_{3}$. By using Theorem 1.3 , we have $\left(f_{\pi}\right)_{\mu}=$ $x_{3} \oplus x_{1} x_{3} \oplus x_{1} x_{2} x_{3}$. Therefore $\left(f_{\pi}\right)_{\mu}=\left(f_{\pi}\right)_{\pi^{-1}(\alpha)}$. This means that $f_{\pi} \in \mathcal{V}_{\pi^{-1}(\alpha)}$.
Theorem 5.7. Let $\alpha \in(G F(2))^{n}$. Let $f \in \mathcal{R}_{n}$ and $\xi$ be the truth table of $f$. Then $f \in \mathcal{V}_{\alpha}$ if and only if $\xi\left(T_{n} \oplus P_{\alpha}\right)=0$.

Theorem 5.8. (i) $f \in \mathcal{V}_{\alpha}$ if and only if $f_{\mu} \in \mathcal{V}_{\alpha}$,
(ii) $f \in \mathcal{V}_{\alpha}$ if and only if $f_{\alpha} \in \mathcal{V}_{\alpha}$.

Proof. It is noted that $f \in \mathcal{V}_{\alpha}$, i.e., $f_{\mu}=f_{\alpha} \Longleftrightarrow\left(f_{\mu}\right)_{\alpha}=\left(f_{\alpha}\right)_{\alpha}$ $\Longleftrightarrow\left(f_{\mu}\right)_{\alpha}=f$ (Lemma 3.4) $\Longleftrightarrow\left(f_{\mu}\right)_{\alpha}=\left(f_{\mu}\right)_{\mu}$ (Lemma 3.4), i.e., $f_{\mu} \in \mathcal{V}_{\alpha}$. Then (i) holds. It is also noted that $f \in \mathcal{V}_{\alpha}$, i.e., $f_{\mu}=f_{\alpha} \Longleftrightarrow\left(f_{\mu}\right)_{\mu}=\left(f_{\alpha}\right)_{\mu} \Longleftrightarrow f=\left(f_{\alpha}\right)_{\mu}$ (Lemma 3.4) $\Longleftrightarrow$ $\left(f_{\alpha}\right)_{\alpha}=\left(f_{\alpha}\right)_{\mu}$ (Lemma 3.4), i.e., $f_{\alpha} \in \mathcal{V}_{\alpha}$. Then (ii) holds.

According to Theorem 5.7, we can state as follows.
Theorem 5.9. Let $\alpha \in(G F(2))^{n}$. Then $\operatorname{dim}\left(\mathcal{V}_{\alpha}\right)=n u\left(T_{n} \oplus P_{\alpha}\right)$.
Theorem 5.10. Let $f \in \mathcal{R}_{n}$ and further $f \in \mathcal{V}_{\alpha}$. Then $f \in \mathcal{V}_{\alpha^{\prime}}$ if and only if $f_{\alpha \oplus \alpha^{\prime}}=f$.

Proof. Assume that $f \in \mathcal{V}_{\alpha^{\prime}}$, i.e., $f_{\mu}=f_{\alpha^{\prime}}$. Since $f \in \mathcal{V}_{\alpha}$, i.e., $f_{\mu}=f_{\alpha}$, it follows that $f_{\alpha}=f_{\alpha^{\prime}}$. Due to Lemma 3.3, we know that $f_{\alpha \oplus \alpha^{\prime}}=f$. We have proved the necessity. Conversely, we assume that $f_{\alpha \oplus \alpha^{\prime}}=f$. Due to Lemma 3.3, we have $f_{\alpha}=f_{\alpha^{\prime}}$. Since $f \in \mathcal{V}_{\alpha}$, i.e., $f_{\mu}=f_{\alpha}$. it follows that $f_{\mu}=f_{\alpha^{\prime}}$, i.e., $f \in \mathcal{V}_{\alpha^{\prime}}$. This proves the sufficiency.

Theorem 5.11. For any given integer $t$ with $0 \leq t \leq n$, both $n u\left(T_{n} \oplus P_{\alpha}\right)$ and $\operatorname{dim}\left(\mathcal{V}_{\alpha}\right)$ are invariant over all $\alpha \in(G F(2))^{n}$ with $H W(\alpha)=t$.

Proof. Due to Theorem 5.9, we only need to prove the theorem on $\operatorname{dim}\left(\mathcal{V}_{\alpha}\right)$. Let $\alpha, \alpha^{\prime} \in(G F(2))^{n}$ with $H W(\alpha)=H W\left(\alpha^{\prime}\right)=t$. Then there exists a permutation $\pi$ on $\{1, \ldots, n\}$ such that $\pi\left(\alpha^{\prime}\right)=$ $\alpha$, i.e., $\alpha^{\prime}=\pi^{-1}(\alpha)$. Due to Lemma 3.5 and Theorem 5.5, there exists a one-to-one correspondence between $\mathcal{V}_{\alpha}$ and $\mathcal{V}_{\alpha^{\prime}}$ such that $f \in \mathcal{V}_{\alpha} \leftrightarrow f_{\pi} \in \mathcal{V}_{\alpha^{\prime}}$. Then $\# \mathcal{V}_{\alpha}=\# \mathcal{V}_{\alpha^{\prime}}$. Since both $\mathcal{V}_{\alpha}$ and $\mathcal{V}_{\alpha^{\prime}}$ are linear subspaces of $\mathcal{R}_{n}, \operatorname{dim}\left(\mathcal{V}_{\alpha}\right)=\operatorname{dim}\left(\mathcal{V}_{\alpha^{\prime}}\right)$. We have proved the theorem.

Lemma 5.12. Let $f \in \mathcal{V}_{\alpha}$. Then $f \oplus f_{\alpha}$ is coincident.
Proof. Since $f \in \mathcal{V}_{\alpha}$, we know that $f \oplus f_{\alpha}=f \oplus f_{\mu}$. Due to Theorem 1.5, $f \oplus f_{\mu}$ is coincident and then $f \oplus f_{\alpha}$ is coincident.
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Theorem 5.13. [2] Let $f$ be a nonzero coincident function on $(G F(2))^{n}$. Then $\operatorname{deg}(f) \geq\left\lceil\frac{1}{2} n\right\rceil$. More precisely, (i) $\operatorname{deg}(f) \geq \frac{1}{2} n$ where $n$ is even, (ii) $\operatorname{deg}(f) \geq \frac{1}{2}(n+1)$ where $n$ is odd.

We have an analogous result for partially coincident functions,
Theorem 5.14. Let $f \in \mathcal{R}_{n}$. If $f \in \mathcal{V}_{\alpha}(\alpha \neq 0)$ but $f$ is not coincident then $\operatorname{deg}(f) \geq 1+\left\lceil\frac{1}{2} n\right\rceil$. More precisely, (i) $\operatorname{deg}(f) \geq$ $1+\frac{1}{2} n$ where $n$ is even, (ii) $\operatorname{deg}(f) \geq 1+\frac{1}{2}(n+1)$ where $n$ is odd.
Proof. Due to Lemma 5.12, $f \oplus f_{\alpha}$ is coincident. Since $f \in \mathcal{V}_{\alpha}$, $f \oplus f_{\alpha}=f \oplus f_{\mu}$. Since $f$ is not coincident, $f \oplus f_{\mu}$ is nonzero and then $f \oplus f_{\alpha}$ is nonzero coincident. Due to Theorem 5.13, $\operatorname{deg}\left(f \oplus f_{\alpha}\right) \geq\left\lceil\frac{1}{2} n\right\rceil$. It is noted that $\operatorname{deg}\left(f \oplus f_{\alpha}\right) \leq \operatorname{deg}(f)-1$. We then have proved the theorem.

Theorem 5.14 gives a larger lower bound than Theorem 5.13.

## 6. Relations between Möbius- $\alpha$ Commutative Functions and Partially Coincident Functions

Theorem 6.1. $\mathcal{V}_{\alpha} \subseteq \mathcal{U}_{\alpha}$ for any $\alpha \in(G F(2))^{n}$.
Proof. Let $f \in \mathcal{V}_{\alpha}$, i.e., $f_{\mu}=f_{\alpha}$. Then $\left(f_{\mu}\right)_{\alpha}=\left(f_{\alpha}\right)_{\alpha}$. Due to Lemma 3.3, we have $\left(f_{\mu}\right)_{\alpha}=f$. On the other hand, from $f_{\mu}=f_{\alpha}$, we have $\left(f_{\mu}\right)_{\mu}=\left(f_{\alpha}\right)_{\mu}$. Again, due to Lemma 3.3, we have $f=\left(f_{\alpha}\right)_{\mu}$. Summarily $\left(f_{\mu}\right)_{\alpha}=\left(f_{\alpha}\right)_{\mu}$. Then $f \in \mathcal{U}_{\alpha}$. Since $f$ is arbitrarily from $\mathcal{V}_{\alpha}, \mathcal{V}_{\alpha} \subseteq \mathcal{U}_{\alpha}$.

However the equality in Theorem 6.1 does not necessarily hold.
Example 6.2. Recall Example 4.2. $f\left(x_{1}, x_{2}, x_{3}\right)=1 \oplus x_{3} \oplus x_{2} x_{3} \oplus$ $x_{1} \oplus x_{1} x_{3} \oplus x_{1} x_{2} x_{3} \in \mathcal{U}_{\alpha}$ for $\alpha=(0,1,1)$ and $f_{\alpha}=1 \oplus x_{2} \oplus x_{2} x_{3} \oplus$ $x_{1} \oplus x_{1} x_{2} \oplus x_{1} x_{2} x_{3}$ and $f_{\mu}=1 \oplus x_{2} \oplus x_{2} x_{3}$. Then $f_{\mu} \neq f_{\alpha}$, i.e., $f \notin \mathcal{V}_{\alpha}$. Summarily $f \in \mathcal{U}_{\alpha}$ but $f \notin \mathcal{V}_{\alpha}$.
Theorem 6.3. Let $\alpha \in(G F(2))^{n}$. Then
(i) $\operatorname{dim}\left(\mathcal{U}_{0}\right)=2 \cdot \operatorname{dim}\left(\mathcal{V}_{0}\right)=2^{n}$,
(ii) $\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)=2 \cdot \operatorname{dim}\left(\mathcal{V}_{\alpha}\right)$ when $1 \leq H W(\alpha) \leq n-1$,
(iii) $\mathcal{U}_{\alpha_{2^{n}-1}}=\mathcal{V}_{\alpha_{2^{n}-1}}$ where $\alpha_{2^{n}-1}=(1, \ldots, 1)$.

Proof. It is noted that $P_{0}=I_{2^{n}}$. Then $T_{n} P_{0} \oplus P_{0} T_{n}=0$ and then $n u\left(T_{n} P_{0} \oplus P_{0} T_{n}\right)=2^{n}$. Due to Theorem 4.7, $\operatorname{dim}\left(\mathcal{U}_{0}\right)=2^{n}$. Due to Lemma 5.4, $\operatorname{dim}\left(\mathcal{V}_{0}\right)=2^{n-1}$. Then (i) holds. We now prove (ii). Let $\alpha^{\prime}=\left(0, a_{2}, \ldots, a_{n}\right) \in(G F(2))^{n}$ with $H W\left(\alpha^{\prime}\right)=H W(\alpha)$.

Combing Lemmas 2.5 and 2.6, we know that $n u\left(T_{n} P_{\alpha^{\prime}} \oplus P_{\alpha^{\prime}} T_{n}\right)$ $=2 \cdot n u\left(T_{n} \oplus P_{\alpha^{\prime}}\right)$. Due to Theorems 4.8 and 5.11, $n u\left(T_{n} P_{\alpha} \oplus\right.$ $\left.P_{\alpha} T_{n}\right)=2 \cdot n u\left(T_{n} \oplus P_{\alpha}\right)$. Due to Theorems 4.7 and 5.9, (ii) holds. Due to Lemmas 2.8 and 2.10, $n u\left(T_{n} L_{n} \oplus L_{n} T_{n}\right)=n u\left(T_{n} \oplus L_{n}\right)$ where $L_{n}=P_{\alpha_{2^{n}-1}}$. Therefore, according to Theorems 4.7 and 5.9, $\operatorname{dim}\left(\mathcal{U}_{\alpha_{2^{n}-1}}\right)=\operatorname{dim}\left(\mathcal{V}_{\alpha_{2^{n}-1}}\right)$. Due to Theorem 6.1, $\mathcal{V}_{\alpha} \subseteq \mathcal{U}_{\alpha}$. Then $\operatorname{dim}\left(\mathcal{U}_{\alpha_{2^{n}-1}}\right)=\operatorname{dim}\left(\mathcal{V}_{\alpha^{2^{n}-1}}\right)$ and $\mathcal{V}_{\alpha} \subseteq \mathcal{U}_{\alpha}$ together imply that $\mathcal{V}_{\alpha_{2^{n}-1}}=\mathcal{U}_{\alpha_{2^{n}-1}}$. Then (iii) holds.

Corollary 6.4. $\mathcal{V}_{\alpha} \subseteq \mathcal{U}_{\alpha}$ for any $\alpha \in(G F(2))^{n}$, furthermore, $\mathcal{V}_{\alpha}=\mathcal{U}_{\alpha}$ if and only if $\alpha=(1, \ldots, 1)$.

Theorem 6.5. Let $f \in \mathcal{R}_{n}$ and $f \in \mathcal{U}_{\alpha}$. If $f$ further satisfies one of the following two conditions:
(i) there exists some $h \in \mathcal{U}_{\alpha}$ such that $f=h_{\mu} \oplus h_{\alpha}$ when $H W(\alpha)<n$, or
(ii) $H W(\alpha)=n$, i.e., $\alpha=(1, \ldots, 1)$.
then $f \in \mathcal{V}_{\alpha}$.
Proof. Assume that $H W(\alpha)<n, h \in \mathcal{U}_{\alpha}$ and $f=h_{\mu} \oplus h_{\alpha}$. It is noted that $f_{\mu}=\left(h_{\mu}\right)_{\mu} \oplus\left(h_{\alpha}\right)_{\mu}$. Due to Lemma 3.4, $f_{\mu}=h \oplus\left(h_{\alpha}\right)_{\mu}$. It is also noted that $f_{\alpha}=\left(h_{\mu}\right)_{\alpha} \oplus\left(h_{\alpha}\right)_{\alpha}$. Again, due to Lemma 3.4, $f_{\alpha}=\left(h_{\mu}\right)_{\alpha} \oplus h$. Since $h \in \mathcal{U}_{\alpha}$, i.e., $\left(h_{\alpha}\right)_{\mu}$. $=\left(h_{\mu}\right)_{\alpha}$, it follows that $f_{\mu}=f_{\alpha}$, i.e., $f \in \mathcal{V}_{\alpha}$. We have proved (i). (ii) holds due to (iii) of Theorem 6.3.

We next prove the converse of Theorem 6.5.
Theorem 6.6. Let $f \in \mathcal{R}_{n}$ and further $f \in \mathcal{V}_{\alpha}$. Then
(i) either there exists some $h \in \mathcal{U}_{\alpha}$ such that $f=h_{\mu} \oplus h_{\alpha}$ when $H W(\alpha)<n$,
(ii) or $H W(\alpha)=n$, i.e., $\alpha=(1, \ldots, 1)$.

Proof. If $H W(\alpha)=n$ then (ii) takes place. Assume that $H W(\alpha)<$ n. Set $W=\left\{h_{\mu} \oplus h_{\alpha} \mid h \in \mathcal{U}_{\alpha}\right\}$. Combing Theorems 6.5 and 6.1, $W \subseteq \mathcal{V}_{\alpha} \subseteq \mathcal{U}_{\alpha}$. We define a linear mapping $\Phi$ from $\mathcal{U}_{\alpha}$ to $\mathcal{U}_{\alpha}: \Phi(g)=g^{\prime}$ if and only $g^{\prime}=g_{\mu} \oplus g_{\alpha}$ where $g \in \mathcal{U}_{\alpha}$. Clearly $g^{\prime} \in W \subseteq \mathcal{V}_{\alpha} \subseteq \mathcal{U}_{\alpha}$. Due to the definition of $\mathcal{V}_{\alpha}$, Theorems 6.5 and 6.1, it is easy to verify that $\Phi^{-1}(0)=\mathcal{V}_{\alpha}$ where $\Phi^{-1}(0)$ denotes the kernel of $\Phi$. It is noted that $W$ is the range of $\Phi$. By using linear algebra, $\operatorname{dim}\left(\mathcal{V}_{\alpha}\right)+\operatorname{dim}(W)=\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)$. Due to Theorem 6.3, $\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)=2 \cdot \operatorname{dim}\left(\mathcal{V}_{\alpha}\right)$. Therefore $\operatorname{dim}(W)=\operatorname{dim}\left(\mathcal{V}_{\alpha}\right)$. Recall that $W \subseteq \mathcal{V}_{\alpha}$. Then $\operatorname{dim}(W)=\operatorname{dim}\left(\mathcal{V}_{\alpha}\right)$ and $W \subseteq \mathcal{V}_{\alpha}$ together
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imply that $W=\mathcal{V}_{\alpha}$. Therefore any $f \in \mathcal{V}_{\alpha}$ can be expressed as $f=h_{\mu} \oplus h_{\alpha}$ where $h \in \mathcal{U}_{\alpha}$.

## 7. Enumeration of Möbius- $\alpha$ Commutative Functions

Some proofs in this section can be found in the Appendix.
By a straightforward verification, we can conclude as follows.
Lemma 7.1. (i) $n u\left(T_{1} \oplus L_{1}\right)=0$, (ii) $n u\left(T_{1} L_{1} \oplus L_{1} T_{1}\right)=0$, (iii) $n u\left(I_{2^{1}} \oplus T_{1} L_{1} \oplus L_{1} T_{1}\right)=2$, (iv) $n u\left(T_{2} L_{2} \oplus L_{2} T_{2}\right)=2$, (v) $n u\left(I_{2^{2}} \oplus T_{2} L_{2} \oplus L_{2} T_{2}\right)=2$.
Lemma 7.2. Let $\alpha \in(G F(2))^{n}$ with $H W(\alpha)=1$. Then nu $\left(T_{n} P_{\alpha} \oplus\right.$ $\left.P_{\alpha} T_{n}\right)=0$.
Proof. Due to Theorem 4.8, without loss of generality, we can assume that $\alpha=(0, \ldots, 0,1) \in(G F(2))^{n}$. Repeatedly using Lemma 2.5, we have $n u\left(T_{n} P_{\alpha} \oplus P_{\alpha} T_{n}\right)=2^{n-1} \cdot n u\left(T_{1} L_{1} \oplus L_{1} T_{1}\right)$. Due to Lemma 7.1, $n u\left(T_{1} L_{1} \oplus L_{1} T_{1}\right)=0$. We then have proved the lemma.

Lemma 7.3. (i) $n u\left(I_{2^{2 k+1}} \oplus T_{2 k+1} L_{2 k+1} \oplus L_{2 k+1} T_{2 k+1}\right)$

$$
=\frac{2}{3}\left(2^{2 k+1}+1\right), k=0,1, \ldots
$$

(ii) $n u\left(I_{2^{2 k}} \oplus T_{2 k} L_{2 k} \oplus L_{2 k} T_{2 k}\right)=\frac{2}{3}\left(2^{2 k}-1\right), k=1,2, \ldots$

Lemma 7.4. (i) $n u\left(T_{2 k+1} L_{2 k+1} \oplus L_{2 k+1} T_{2 k+1}\right)=\frac{2}{3}\left(2^{2 k}-1\right)$, $k=1,2, \ldots$,
(ii) $n u\left(T_{2 k} L_{2 k} \oplus L_{2 k} T_{2 k}\right)=\frac{2}{3}\left(2^{2 k-1}+1\right), k=1,2, \ldots$.

Lemma 7.5. Let $\alpha=(0, \ldots, 0,1, \ldots, 1) \in(G F(2))^{n}$ with $1 \leq$ $H W(\alpha)=t \leq n$. Then
$n u\left(T_{n} P_{\alpha} \oplus P_{\alpha} T_{n}\right)= \begin{cases}\frac{2}{3}\left(2^{n-1}-2^{n-t}\right) & t=1,3,5, \ldots \\ \frac{2}{3}\left(2^{n-1}+2^{n-t}\right) & t=2,4,6, \ldots\end{cases}$
By using Theorems 4.7 and 4.8 , we can generalise Lemma 7.5 as follows.

Theorem 7.6. Let $\alpha \in(G F(2))^{n}$ with $1 \leq H W(\alpha)=t \leq n$. Then $\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)=\left\{\begin{array}{ll}\frac{2}{3}\left(2^{n-1}-2^{n-t}\right) & t=1,3,5, \ldots \\ \frac{2}{3}\left(2^{n-1}+2^{n-t}\right) & t=2,4,6, \ldots\end{array}\right.$.

Due to Theorem 4.7, we know that Lemmas 7.2 and 7.4 are special cases of Theorem 7.6 when $t=1$ and $t=n$ respectively.
Theorem 7.7. Let $\alpha \in(G F(2))^{n}$. Then $0 \leq \operatorname{dim}\left(\mathcal{U}_{\alpha}\right) \leq 2^{n}$ where (i) $\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)=2^{n}$ if and only if $\alpha=0$, (ii) $\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)=0$ if and only if $H W(\alpha)=1$.

Proof. $0 \leq \operatorname{dim}\left(\mathcal{U}_{\alpha}\right) \leq 2^{n}$ obviously holds. It is noted that $\alpha=0$ $\Longrightarrow P_{\alpha}=I_{2^{n}} . \Longrightarrow T_{n} P_{\alpha} \oplus P_{\alpha} T_{n}=0 \Longrightarrow \operatorname{dim}\left(\mathcal{U}_{\alpha}\right)=2^{n}$ (Theorem 4.7). Conversely, assume that $\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)=2^{n}$. From Theorem 7.6, we know that $\alpha$ must be zero. We have proved (i). We next prove (ii). The sufficiency of (ii) holds because of Theorem 7.6. We next prove the necessity of (ii). Assume that $\operatorname{dim}\left(\mathcal{U}_{\alpha}\right)=0$. Due to (i) of the theorem, we know that $\alpha \neq 0$. Due to Theorem 7.6, we know that $H W(\alpha)=1$.
Corollary 7.8. Let $\alpha \in(G F(2))^{n}$ with $1 \leq H W(\alpha)=t \leq n$. Then $\# \mathcal{U}_{\alpha}=\left\{\begin{array}{ll}2^{\frac{2}{3}\left(2^{n-1}-2^{n-t}\right)} & t=1,3,5, \ldots \\ 2^{\frac{2}{3}\left(2^{n-1}+2^{n-t}\right)} & t=2,4,6, \ldots\end{array}\right.$.

According to Theorem 7.7, we can state as follows.
Corollary 7.9. Let $\alpha \in(G F(2))^{n}$. Then $1 \leq \# \mathcal{U}_{\alpha} \leq 2^{2^{n}}$ where $\# \mathcal{U}_{\alpha}=2^{2^{n}}$ if and only if $\alpha=0, \# \mathcal{U}_{\alpha}=1$ if and only if $H W(\alpha)=$ 1.

Theorem 7.6 and Corollary 7.8 are restricted by $\alpha \neq 0$. When $\alpha=0$, we refer Theorem 7.7 and Corollary 7.9.

## 8. Enumeration of Partially Coincident Functions

Combing (ii) of Theorem 6.3 and Theorem 7.6, we state as follows.

Theorem 8.1. Let $\alpha \in(G F(2))^{n}$ with $H W(\alpha)=t(1 \leq t \leq$ $n-1)$. Then $\operatorname{dim}(\mathcal{V})_{\alpha}=\left\{\begin{array}{ll}\frac{2}{3}\left(2^{n-2}-2^{n-1-t}\right) & t=1,3,5, \ldots \\ \frac{2}{3}\left(2^{n-2}+2^{n-1-t}\right) & t=2,4,6, \ldots .\end{array}\right.$.

As for $t=n$, due to Lemma 7.4 and Theorem 5.9, we have the following conclusion.
Theorem 8.2. $\operatorname{dim}(\mathcal{V})_{\alpha_{2^{n}-1}}= \begin{cases}\frac{2}{3}\left(2^{n-1}-1\right) & n=1,3,5, \ldots \\ \frac{2}{3}\left(2^{n-1}+1\right) & n=2,4,6, \ldots\end{cases}$ where $\alpha_{2^{n}-1}=(1, \ldots, 1) \in(G F(2))^{n}$.
Theorem 8.3. Let $\alpha \in(G F(2))^{n}$. Then $0 \leq \operatorname{dim}\left(\mathcal{V}_{\alpha}\right) \leq 2^{n-1}$ where (i) $\operatorname{dim}\left(\mathcal{V}_{\alpha}\right)=2^{n-1}$ if and only if $\alpha=0$, (ii) $\operatorname{dim}\left(\mathcal{V}_{\alpha}\right)=0$ if and only if $H W(\alpha)=1$.

Proof. Combing Theorems 8.1, 8.2 and Lemma 5.4, we know that $0 \leq \operatorname{dim}\left(\mathcal{V}_{\alpha}\right) \leq 2^{n-1}$ and (i) holds. We next prove (ii). The sufficiency of (ii) holds because of Theorem 8.1. We next prove
the necessity of (ii). Assume that $\operatorname{dim}\left(\mathcal{V}_{\alpha}\right)=0$. Due to (i) of the theorem, we know that $\alpha \neq 0$. Due to Theorems 8.1 and 8.2, we know that $H W(\alpha)=1$.
Corollary 8.4. Let $\alpha \in(G F(2))^{n}$ with $1 \leq H W(\alpha)=t \leq n-1$. Then $\# \mathcal{V}_{\alpha}=\left\{\begin{array}{ll}2^{\frac{2}{3}\left(2^{n-2}-2^{n-1-t}\right)} & t=1,3,5, \ldots \\ 2^{\frac{2}{3}\left(2^{n-2}+2^{n-1-t}\right)} & t=2,4,6, \ldots\end{array}\right.$.
Corollary 8.5. $\# \mathcal{V}_{\alpha_{2^{n}-1}}=\left\{\begin{array}{ll}2^{\frac{2}{3}\left(2^{n-1}-1\right)} & k=1,3,5, \ldots \\ 2^{\frac{2}{3}\left(2^{n-1}+1\right)} & k=2,4,6, \ldots\end{array}\right.$ where $\alpha_{2^{n}-1}=(1, \ldots, 1) \in(G F(2))^{n}$.

Corollary 8.6. Let $\alpha \in(G F(2))^{n}$. Then $1 \leq \# \mathcal{V}_{\alpha} \leq 2^{2^{n-1}}$ where $\# \mathcal{V}_{\alpha}=2^{2^{n-1}}$ if and only if $\alpha=0, \# \mathcal{V}_{\alpha}=1$ if and only if $H W(\alpha)=1$.

Theorems 8.1, 8.2, Corollaries 8.4 and 8.5 are restricted by $\alpha \neq 0$. As for $\alpha=0$, we refer Lemma 5.4.

## 9. Conclusions

We have proposed and studied Möbius- $\alpha$ commutative functions and partially coincident functions. We have proved that for each vector $\alpha$ with $H W(\alpha) \neq 1$, there exist a large number of Möbius- $\alpha$ commutative functions and a large number of partially coincident functions with respect to $\alpha$. The new results are related to conversion between Boolean functions and their Möbius transforms.
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## Appendix

Proof of Lemma 2.5 Due to the structure of $T_{n}$ and Lemma 2.4, $T_{n} P_{\alpha} \oplus P_{\alpha} T_{n}=\left[\begin{array}{cc}T_{n-1} P_{\beta} \oplus P_{\beta} T_{n-1} & T_{n-1} P_{\beta} \oplus P_{\beta} T_{n-1} \\ O_{2^{n-1}} & T_{n-1} P_{\beta} \oplus P_{\beta} T_{n-1}\end{array}\right]$. Set $B=\left[\begin{array}{cc}I_{2^{n-1}} & I_{2^{n-1}} \\ 0_{2^{n-1}} & I_{2^{n-1}}\end{array}\right]$. It is noted that $\left(T_{n} P_{\alpha} \oplus P_{\alpha} T_{n}\right) B$
$=\left[\begin{array}{cc}T_{n-1} P_{\beta} \oplus P_{\beta} T_{n-1} & O_{2^{n-1}} \\ O_{2^{n-1}} & T_{n-1} P_{\beta} \oplus P_{\beta} T_{n-1}\end{array}\right]$. By linear algebra,
multiplying a matrix by a nonsingular square matrix does not change its nullity. Therefore $n u\left(T_{n} P_{\alpha} \oplus P_{\alpha} T_{n}\right)=2 \cdot n u\left(T_{n-1} P_{\beta} \oplus\right.$ $P_{\beta} T_{n-1}$ ).
Proof of Lemma 2.6
It is noted that $T_{n} \oplus P_{\alpha}=\left[\begin{array}{cc}T_{n-1} \oplus P_{\beta} & T_{n-1} \\ O_{2^{n-1}} & T_{n-1} \oplus P_{\beta}\end{array}\right]$. Set $B=$
$\left[\begin{array}{cc}T_{n-1} & O_{2^{n-1}} \\ O_{2^{n-1}} & T_{n-1}\end{array}\right]$ and $C=\left[\begin{array}{cc}I_{2^{n-1}} & 0_{2^{n-1}} \\ I_{2^{n-1}} \oplus T_{n-1} P_{\beta} & I_{2^{n-1}}\end{array}\right]$. Then, it is easy to verify that
$C B\left(T_{n} \oplus P_{\alpha}\right)=\left[\begin{array}{cc}I_{2^{n-1}} \oplus T_{n-1} P_{\beta} & I_{2^{n-1}} \\ \left(I_{2^{n-1}} \oplus T_{n-1} P_{\beta}\right)^{2} & 0_{2^{n-1}}\end{array}\right]$. By linear alge-
bra, multiplying a matrix by a nonsingular square matrix does not change its nullity. Summarily $n u\left(T_{n} \oplus P_{\alpha}\right)=n u\left(I_{2^{n-1}} \oplus\right.$ $\left.T_{n-1} P_{\beta}\right)^{2}$. We note that $n u\left(\left(I_{2^{n-1}} \oplus T_{n-1} P_{\beta}\right)^{2}\right)=n u\left(T_{n-1}\left(I_{2^{n-1}} \oplus\right.\right.$ $\left.T_{n-1} P_{\beta}\right)^{2} P_{\beta}$ ) where $T_{n-1}\left(I_{2^{n-1}} \oplus T_{n-1} P_{\beta}\right)^{2} P_{\beta}$ is identical with $T_{n-1} P_{\beta} \oplus P_{\beta} T_{n-1}$. We have proved the lemma.
Proof of Lemma 2.7 We now prove (i) by induction on $n$. $T_{1} L_{1}=$ $\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]=\left[\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right]$ and then $\left(T_{1} L_{1}\right)^{2}=\left[\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right]=$ $L_{1} T_{1}$. Then (i) is true when $n=1$. Assume that (i) is true for $n$ with $1 \leq n \leq k$. Consider $n=k+1$. It is noted that $L_{k+1}=$ $\left[\begin{array}{cc}0_{2^{k}} & L_{k} \\ L_{k} & 0_{2^{k}}\end{array}\right]$. Then $T_{k+1} L_{k+1}=\left[\begin{array}{cc}T_{k} & T_{k} \\ 0 & T_{k}\end{array}\right]\left[\begin{array}{cc}0_{2^{k}} & L_{k} \\ L_{k} & 0_{2^{k}}\end{array}\right]=$
$\left[\begin{array}{cc}T_{k} L_{k} & T_{k} L_{k} \\ T_{k} L_{k} & 0_{2^{k}}\end{array}\right]$. Then $\left(T_{k+1} L_{k+1}\right)^{2}=\left[\begin{array}{cc}0_{2^{k}} & \left(T_{k} L_{k}\right)^{2} \\ \left(T_{k} L_{k}\right)^{2} & \left(T_{k} L_{k}\right)^{2}\end{array}\right]$.
By the induction assumption, $\left(T_{k} L_{k}\right)^{2}=L_{k} L_{k}$. Therefore
$T_{k+1} L_{k+1}=\left[\begin{array}{cc}0_{2} & L_{k} T_{k} \\ L_{k} T_{k} & L_{k} T_{k}\end{array}\right]$ where the right side is identical with
$L_{k+1} T_{k+1}$. Thus (i) is true for $n=k+1$. We then have proved (i). Due to the part (i), $\left(T_{n} L_{n}\right)^{2}=L_{n} T_{n}$. Then $\left(T_{n} L_{n}\right)^{2} \cdot L_{n} T_{n}=$ $L_{n} T_{n} \cdot L_{n} T_{n}$ and then $T_{n} L_{n}=\left(L_{n} T_{n}\right)^{2}$. This proves (ii).
Proof of Lemma 2.8 Due to the structure of $T_{n}$ and Lemma 2.4,
$T_{n} L_{n} \oplus L_{n} T_{n}=\left[\begin{array}{cc}T_{n-1} L_{n-1} & T_{n-1} L_{n-1} \oplus L_{n-1} T_{n-1} \\ T_{n-1} L_{n-1} \oplus L_{n-1} T_{n-1} & L_{n-1} T_{n-1}\end{array}\right]$.
Set $B=\left[\begin{array}{cc}L_{n-1} T_{n-1} & 0_{2^{n-1}} \\ 0_{2^{n-1}} & T_{n-1} L_{n-1}\end{array}\right]$ and
$C=\left[\begin{array}{cc}I_{2^{n-1}} & 0_{2^{n-1}} \\ I_{2^{n-1}} \oplus L_{n-1} T_{n-1} & I_{2^{n-1}}\end{array}\right]$. Due to Lemma 2.7, $\left(L_{n-1} T_{n-1}\right)^{2}$
$=T_{n-1} L_{n-1}$ and $\left(T_{n-1} L_{n-1}\right)^{2}=L_{n-1} T_{n-1}$. Then $C B\left(T_{n} L_{n} \oplus\right.$
$\left.L_{n} T_{n}\right)=\left[\begin{array}{cc}I_{2^{n-1}} & I_{2^{n-1}} \oplus T_{n-1} L_{n-1} \\ 0_{2^{n-1}} & I_{2^{n-1}} \oplus T_{n-1} L_{n-1} \oplus L_{n-1} T_{n-1}\end{array}\right]$. Summarily
$n u\left(T_{n} L_{n} \oplus L_{n} T_{n}\right)=n u\left(I_{2^{n-1}} \oplus T_{n-1} L_{n-1} \oplus L_{n-1} T_{n-1}\right)$.
Proof of Lemma 2.9 Due to the structure of $T_{n}$ and Lemma 2.4, $I_{2^{n}} \oplus T_{n} L_{n} \oplus L_{n} T_{n}$
$=\left[\begin{array}{cc}I_{2^{n-1}} \oplus T_{n-1} L_{n-1} & T_{n-1} L_{n-1} \oplus L_{n-1} T_{n-1} \\ T_{n-1} L_{n-1} \oplus L_{n-1} T_{n-1} & I_{2^{n-1}} \oplus L_{n-1} T_{n-1}\end{array}\right]$.
Set $B=\left[\begin{array}{cc}L_{n-1} T_{n-1} & 0_{2^{n-1}} \\ 0_{2^{n-1}} & T_{n-1} L_{n-1}\end{array}\right], C=\left[\begin{array}{cc}I_{2^{n-1}} & 0_{2^{n-1}} \\ I_{2^{n-1}} & I_{2^{n-1}}\end{array}\right]$ and
$D=\left[\begin{array}{ll}T_{n-1} & T_{n-1} \\ 0_{2^{n-1}} & L_{n-1}\end{array}\right]$. Due to Lemma 2.7, $\left(L_{n-1} T_{n-1}\right)^{2}=T_{n-1} L_{n-1}$ and $\left(T_{n-1} L_{n-1}\right)^{2}=L_{n-1} T_{n-1}$. We then have

$$
C B\left(I_{2^{n}} \oplus T_{n} L_{n} \oplus L_{n} T_{n}\right) D=\left[\begin{array}{cc}
T_{n-1} \oplus L_{n-1} & 0_{2^{n-1}} \\
0_{2^{n-1}} & 0_{2^{n-1}}
\end{array}\right] . \text { Sum- }
$$

marily $n u\left(I_{2^{n}} \oplus T_{n} L_{n} \oplus L_{n} T_{n}\right)=2^{n-1}+n u\left(T_{n-1} \oplus L_{n-1}\right)$.
Proof of Lemma 2.10 Due to the structure of $T_{n}$ and Lemma 2.4,
$T_{n} \oplus L_{n}=\left[\begin{array}{cc}T_{n-1} & T_{n-1} \oplus L_{n-1} \\ L_{n-1} & T_{n-1}\end{array}\right]$. Set $B=\left[\begin{array}{cc}T_{n-1} & 0_{2^{n-1}} \\ T_{2^{n-1}} & L_{n-1}\end{array}\right]$.
It is noted that
$B\left(T_{n} \oplus L_{n-1}\right)=\left[\begin{array}{cc}I_{2^{n-1}} & I_{2^{n-1}} \oplus T_{n-1} L_{n-1} \\ 0_{2^{n-1}} & I_{2^{n-1}} \oplus T_{n-1} L_{n-1} \oplus L_{n-1} T_{n-1}\end{array}\right]$. Sum-
marily $n u\left(T_{n} \oplus L_{n}\right)=n u\left(I_{2^{n-1}} \oplus T_{n-1} L_{n-1} \oplus L_{n-1} T_{n-1}\right)$.
Proof of Lemma 7.3 We first prove (i) by induction on $k$. Due to Lemma 7.1, (i) is true for $k=0$. We assume that (i) is true
for $k$ with $0 \leq k \leq s-1$. We next prove that (i) is true for $k=s$. Due to Lemma 2.9, $n u\left(I_{2^{2 s+1}} \oplus T_{2 s+1} L_{2 s+1} \oplus L_{2 s+1} T_{2 s+1}\right)$ $=2^{2 s}+n u\left(T_{2 s} \oplus L_{2 s}\right)$. By using Lemma 2.10, nu $\left(T_{2 s} \oplus L_{2 s}\right)$ $=n u\left(I_{2^{2 s-1}} \oplus T_{2 s-1} L_{2 s-1} \oplus L_{2 s-1} T_{2 s-1}\right)$. Due to the induction assumption, $n u\left(I_{2^{2 s-1}} \oplus T_{2 s-1} L_{2 s-1} \oplus L_{2 s-1} T_{2 s-1}\right)=\frac{2}{3}\left(2^{2 s-1}+1\right)$. Summarily $n u\left(T_{2 s+1} L_{2 s+1} \oplus L_{2 s+1} T_{2 s+1}\right)=2^{2 s}+\frac{2}{3}\left(2^{2 s-1}+1\right)=$ $\frac{2}{3}\left(2^{2 s+1}+1\right)$. Then (i) is true for $k=s$. We have proved (i).

We now prove (ii) by induction on $k$. Due to Lemma 7.1, (ii) is true for $k=1$. We assume that (ii) is true for $k$ with $0 \leq k \leq s-1$. We next prove that (ii) is true for $k=s$. Due to Lemma 2.9, $n u\left(I_{2^{2 s}} \oplus T_{2 s} L_{2 s} \oplus L_{2 s} T_{2 s}\right)$ is equal to $2^{2 s-1}+$ $n u\left(T_{2 s-1} \oplus L_{2 s-1}\right)$. By using Lemma 2.10, $n u\left(T_{2 s-1} \oplus L_{2 s-1}\right)$ $=n u\left(I_{2^{2 s-2}}+T_{2 s-2} L_{2 s-2} \oplus L_{2 s-2} T_{2 s-2}\right)$. Due to the induction assumption, $n u\left(I_{2^{2 s-2}}+T_{2 s-2} L_{2 s-2} \oplus L_{2 s-2} T_{2 s-2}\right) \frac{2}{3}\left(2^{2 s-2}-1\right)$. Summarily $n u\left(I_{2^{2 s}} \oplus T_{2 s} L_{2 s} \oplus L_{2 s} T_{2 s}\right)=2^{2 s-1}+\frac{2}{3}\left(2^{2 s-2}-1\right)$ $=\frac{2}{3}\left(2^{2 s}-1\right)$. Then (ii) is true for $k=s$. We have proved (ii). Proof of Lemma 7.4 We first prove (i). Due to Lemma 2.8, $n u\left(T_{2 k+1} L_{2 k+1} \oplus L_{2 k+1} T_{2 k+1}\right)=n u\left(I_{2^{2 k}} \oplus T_{2 k} L_{2 k} \oplus L_{2 k} T_{2 k}\right)$. From Lemma 7.3, nu $\left(I_{2^{2 k}} \oplus T_{2 k} L_{2 k} \oplus L_{2 k} T_{2 k}\right)=\frac{2}{3}\left(2^{2 k}-1\right)$. Then (i) is true. We next prove (ii). Due to Lemma 2.8, $n u\left(T_{2 k} L_{2 k} \oplus\right.$ $\left.L_{2 k} T_{2 k}\right)=n u\left(I_{2^{2 k-1}} \oplus T_{2 k-1} L_{2 k-1} \oplus L_{2 k-1} T_{2 k-1}\right)$. From Lemma 7.3, $n u\left(I_{2^{2 k-1}} \oplus T_{2 k-1} L_{2 k-1} \oplus L_{2 k-1} T_{2 k-1}\right)=\frac{2}{3}\left(2^{2 k-1}+1\right)$. Then we have proved (ii).
Proof of Lemma 7.5 Repeatedly using Lemma 2.5, we know that $n u\left(T_{n} P_{\alpha} \oplus P_{\alpha} T_{n}\right)=2^{n-t} \cdot n u\left(T_{t} L_{t} \oplus L_{t} T_{t}\right)$. There exist two cases to be considered: $t=2 k+1$ (Case 1) and $t=2 k$ (Case 2). We first prove the lemma for $t=2 k+1$. When $t=2 k+1$, by using Lemma 7.4, we know that $2^{n-t} \cdot n u\left(T_{t} L_{t} \oplus L_{t} T_{t}\right)=2^{n-t} \cdot \frac{2}{3}\left(2^{2 k}-1\right)$ $=\frac{2}{3}\left(2^{n-1}-2^{n-t}\right)$. This proves the lemma for Case 1 . We next prove the lemma for Case 2, i.e., $t=2 k$. By using Lemma 7.4, we know that $2^{n-t} \cdot n u\left(T_{t} L_{t} \oplus L_{t} T_{t}\right)$ is equal to $2^{n-t} \cdot \frac{2}{3}\left(2^{2 k-1}+1\right)$ $=\frac{2}{3}\left(2^{n-1}+2^{n-t}\right)$. We have proved the lemma for Case 2.
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